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Representation Compression for Intelligent
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Abstract—As an emerging research practice leveraging recent
advanced AI techniques, e.g. deep models based prediction and
generation, Video Coding for Machines (VCM) is committed to
bridging to an extent separate research tracks of video/image
compression and feature compression, and attempts to optimize
compactness and efficiency jointly from a unified perspective of
high accuracy machine vision and full fidelity human vision. With
the rapid advances of deep feature representation and visual data
compression in mind, in this paper, we summarize VCM method-
ology and philosophy based on existing academia and industrial
efforts. The development of VCM follows a general rate-distortion
optimization, and the categorization of key modules or techniques
is established including feature-assisted coding, scalable coding,
intermediate feature compression/optimization, and machine vi-
sion targeted codec, from broader perspectives of vision tasks,
analytics resources, etc. From previous works, it is demonstrated
that, although existing works attempt to reveal the nature of
scalable representation in bits when dealing with machine and
human vision tasks, there remains a rare study in the generality
of low bit rate representation, and accordingly how to support a
variety of visual analytic tasks. Therefore, we investigate a novel
visual information compression for the analytics taxonomy problem
to strengthen the capability of compact visual representations ex-
tracted from multiple tasks for visual analytics. A new perspective
of task relationships versus compression is revisited. By keeping
in mind the transferability among different machine vision tasks
(e.g. high-level semantic and mid-level geometry-related), we aim
to support multiple tasks jointly at low bit rates. In particular, to
narrow the dimensionality gap between neural network generated
features extracted from pixels and a variety of machine vision
features/labels (e.g. scene class, segmentation labels), a codebook
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hyperprior is designed to compress the neural network-generated
features. As demonstrated in our experiments, this new hyperprior
model is expected to improve feature compression efficiency by es-
timating the signal entropy more accurately, which enables further
investigation of the granularity of abstracting compact features
among different tasks.

Index Terms—Video coding for machines, analytics taxono-
my, compact visual representation, multiple tasks, codebook-
hyperprior.

I. INTRODUCTION

THE fields of computer vision and image/video compression
have gained great progress in recent decades. While the

former aims at crossing the semantic gap and translating im-
age/video pixel signals into high-level semantic understanding
information, such as recognition [27], [36], [52] or detection
tasks [24], [50], the latter pursues a compact representation of
pixel signals to improve storage and transmission efficiency.
Driven by different targets, these two domains are developing
separately to a large extent, and are rarely put together in
discussion in the earlier researches.

In recent years, at the application end, the rapid emergence
and prosperity of smart cities [23] and the Internet of Things
(IoT) [74] raise the challenges to the original development route
of the two domains, but also bring opportunities for their joint
exploration and optimization. In the face of Big Data and massive
applications, the original paradigm based on pixel signal com-
pression [45], [55], [64] can no longer meet the requirements of
efficient analysis. At the theoretical end, the fast development of
deep generative and analytics models [25], [34], [41], [73], [76]
has broken the bi-directional connection barrier between pixel
signals and features. At the same time, the continuous develop-
ment of multi-task learning [59], [72], disentangled represen-
tation learning [43], unsupervised/self-learning [40], [67] and
other techniques have greatly expanded the depth and breadth
of feature representation learning mechanisms. Researchers are
increasingly concerned about and pursuing comprehensive per-
formance of features in open scenarios.

Therefore, in this context, coding compression and analysis
techniques for machine vision, called video coding for machines
(VCM) [21], [70], have emerged to build an efficient joint
compression and analytics framework upon the combination
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of deep generative models, analytics models and coding tech-
niques. The framework is capable of obtaining accurate, compact
and generalized feature representations learned from multiple
tasks in an end-to-end manner to effectively support Big Data
intelligent analytics for massive diverse applications. In general,
there are three paths that new VCM approaches in the recent
two years have developed along. The first branch stands on the
basis of image/video coding and rebuilds the codecs towards
machine vision, called Machine Vision Targeted Codec [29],
[56], [71]. For these methods, they offer analytics-friendly im-
ages/videos, which can achieve better analytics performance
with low bit-rates. The second branch extends the route of
dedicated feature compression to compressing deep intermedi-
ate features, including Intermediate Feature Compression [12],
[13], [57] and Optimization [2], [54]. The former aims to re-
construct the pretrained deep features according to the feature
fidelity constraint while the latter directly optimizes the deep
intermediate feature and compression models jointly based on
task-driven analytics losses. The third branch explores more
collaborative operations between video and feature streams,
optimizing the image/video coding efficiency towards human
vision (categorized as Feature Assisted Coding [11], [39]) or
improving the performance of both coding performance and
intelligent analytics towards both human and machine visions
(categorized as Scalable Coding [28], [60], [69]).

Besides the academic papers, efforts are made at the standard-
ization end. In July 2019, MPEG Video Coding for Machines
Ad-Hoc group began to develop the related video coding stan-
dards of “highly-efficient video compression and representation
for intelligent machine-vision or hybrid machine/human-vision
applications [26]. The proposals cover aspects of use cases,
requirements, processing pipelines, plan for potential VCM stan-
dards, and the evaluation framework including machine-vision
tasks, dataset, evaluation metrics, and anchor generation, etc.
A proportion of proposals targets provide potential solutions
of video coding for machines with compression and analytics
gains. JPEG AI1 also called for proposals of learning-based
coding standards in April 2021. A single-stream compressed
representation is adopted to improve both subjective quality
from the human perspective, and effective performance from the
perspective of machines to support a wide range of applications,
including visual surveillance, autonomous vehicles and devices.

Some endeavors are put into adopting the idea of VCM into
industrial practice and systems. NVidia announced a new video
conferencing platform for developers called Nvidia Maxine,2

which is claimed to solve some of the most common problems
in video calls. Maxine uses NVidia’s GPUs to process calls in the
cloud and enhance them with the help of artificial intelligence
techniques. According to the related research paper [63], a novel
neural model is developed to synthesize a video of a talking head
from a key frame and the motion keypoints. Facebook released
their low bandwidth video-chat compression method [46] to
reconstruct faces on the decoder side authentically with facial
landmarks extracted at the encoder side. The method can run on

1[Online]. Available: https://jpeg.org/jpegai/index.html
2[Online]. Available: https://developer.nvidia.com/maxine

iPhone 8 in real-time and allow video calling at a few kilobits
per second. Aliyun’s Video Cloud standards and implementation
team3 also launched an AI-aided conference video compression
system that saves 40–65% bitrate compared to the latest Versatile
Video Coding (VVC) standard for the same human-eye viewing
quality in a lab testing scenario. In their work, the key frame
is compressed by VVC while the Jacobian matrix is encoded
for motion modeling. The advantages over VVC in terms of
high definition and subjective quality are even more pronounced,
providing more lifelike facial expressions at lower bit-rates.

Although previously mentioned works improve the intelli-
gent analytics performance via optimizing image/video streams,
visual feature representations, or both of them jointly, there
is still a blank of research in the design of the low-bit-rate
representations for diverse or even unseen visual analytics.
Through reviewing existing VCM works, we present the ne-
cessity of modeling the novel information compression for
analytics taxonomy. The formulations are provided to model
the transferability among different machine vision tasks under
compression conditions. The exploration of the new problem
naturally leads to a novel hyperprior model that estimates the en-
tropy of the neural network (NN)-generated features more accu-
rately. Under the framework, we investigate a series of problems
related to multi-task feature representation compression and
obtain abundant insights that inspire the community and future
works.

In summary, our contributions are as follows.
� We review the state-of-the-art approaches of video coding

for machines with a unified generalized rate-distortion
(R-D) optimization formulation. We illustrate all methods
in five categories (feature assisted coding, scalable cod-
ing, intermediate feature compression/optimization, and
machine vision targeted codec) and study the impact of
analytics resources, approach output, supported analytics
tasks, etc., on the potential VCM related techniques.

� The survey naturally reveals the research blank of support-
ing diverse visual analytics tasks with low-bit-rate repre-
sentations. To fill in this blank, we propose to investigate
the novel information compression for analytics taxon-
omy problem with an adjusted formulation considering the
transferability among different machine vision tasks under
the compression condition.

� The investigation aims to deduce a unified compressed
feature for both high-level semantic-related tasks and mid-
level geometry analytic tasks. Different from the traditional
hyperprior model that captures pixel-wise dependency,
we propose a novel codebook-based hyperprior model by
integrating the codebook reconstruction process into the
hyperprior model. Codebook is capable of bridging the
dependencies between features of varying spatial sizes,
and even capturing the correspondence between the feature
vector (no spatial dimension) and the feature tensor. In this
way, it successfully narrows down the intrinsic dimension-
ality gap between the NN-generated features from pixels
and machine vision features/labels.

3[Online]. Available: https://segmentfault.com/a/1190000039858782
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Thus, the new model can estimate the entropy of NN-
generated features more accurately, which helps minimize
the bit-rates but still efficiently support different machine
vision tasks.

� Under the proposed compression architecture, we further
conduct a comprehensive discussion on the joint compres-
sion of visual data for a series of tasks. The empirical results
demonstrate the feasibility that a series of tasks could be
supported by a unified compressed representation.
We also explore more potentials of the compressed repre-
sentation, e.g. supporting unseen tasks, and plateau bit-rate
in different tasks.

The rest of our paper is organized as follows. Section II
conducts a comprehensive literature survey for the development
of VCM in recent years, presenting how these works optimize the
defined VCM R-D cost in different ways. Section III performs a
comprehensive benchmark analysis of existing methods in rich
measures, and demonstrates a competitive approach in achiev-
ing superior analytics performance in the context of multi-task
compression. Section IV shows our exploration in modeling and
optimizing the multiple tasks’ R-D costs. In Section V, experi-
mental configurations and results are presented. In Section VI,
we make tentative discussions on several open issues based on
our proposed framework, which provides rich insights for future
research. The concluding remarks and potential future directions
are given in Section VII.

II. PROGRESS SURVEY OF VIDEO CODING FOR MACHINES

A. Formulation of VCM

The L+ 1 tasks are bundled with the labels Y =
{Y0, Y1, . . ., YL}, whose features are denoted by F =
{F0, F1, . . ., FL} extracted from the image I:

{Fi}i=0,1,...,L = E (I|θE) , (1)

Ŷi = A (Fi|θA) , (2)

whereE(·|θE) is the feature extractor, andA(·|θA) is the analyt-
ics model that maps the feature into the end task representation.
Ŷi is the label prediction that targets to regress Yi. We define
li(Ŷi, Yi) (short as li) as the performance measure of the task i

regarding the reconstructed feature F̂i and label Ŷi after lossy
encoding and decoding. The VCM problem is formulated as an
objective function to maximize the multi-task performance while
minimizing the bit-rate cost:

argmax
Θ

∑
0≤i≤L

ωili, s.t.
∑

0≤i≤L

ωi = 1,

B̃
({RFi

}0≤i≤L

) ≤ ST , (3)

where ωi is the weighting parameter to balance the importance
among different tasks. ST is the total bit-rate cost constraint.
RFi

measures the bit-rate of the feature Fi. B̃({RFi
}0≤i≤L)

measures the minimal bit-rate after fully considering the feature
dependency among {Fi}0≤i≤L. Besides E(·|θE) and A(·|θA),
a VCM system still includes:

Fig. 1. Framework of machine vision targeted codec, including: 1) side
information guidance; 2) machine vision constraint; and 3) semantic information
preservation.

� Compression model C(·|θC) that maps the feature into bit-
stream;

� Decompression modelD(·|θD) that projects the bit-stream
back to the feature;

� Feature predictorG(·|θG) that targets predicting the feature
of a task based on the reconstructed features of other more
abstracted tasks to squeeze out the feature redundancy
among different tasks,

which help form up B̃(·). Θ = {θE , θC , θD, θG, θA} are the
parameters of all modules.

More details about the form of B̃(·) and how to optimize (3) in
terms ofΘwill be briefly discussed in the following subsections.

B. Progress Survey

Based on the model’s input, output, supporting tasks, and
optimized terms, we categorize existing VCM methods into
five classes: machine vision targeted codec, intermediate fea-
ture compression, intermediate feature optimization, feature
assisted coding, and scalable coding. We will discuss the existing
methods of the five classes in detail in the subsequent sec-
tions. A comprehensive summary of previous works is given in
Table I.

1) Machine Vision Targeted Codec: The first category of
methods is a natural evolution of existing image/video codecs.
As shown in Fig. 1, the final outputs of the models are still
images/videos. Differently, the compressed images/videos do
not serve humans but are fed into machines to support ma-
chine vision tasks. These methods do not get involved with
the optimization of feature extractor E(·|θE), analytics model
A(·|θA), and feature predictor G(·θG). In (3), only one bit-
stream is extracted from the image, and task-driven constraints
are enforced on the reconstructed images or directly on the
bit-stream.

There are three directions in this category based on differ-
ent ways to make the reconstructed images/videos include the
information that benefits machine vision tasks, including side
information guidance, machine vision constraint, and semantic
information preservation. The first direction – side information
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TABLE I
OVERVIEW OF VIDEO CODING FOR MACHINES METHODS IN LITERATURE

guidance – is to detect the side information related to the
analytics performance at first and then utilize the side infor-
mation to adjust the coding configurations at the encoder and
decoder sides. For example, in [32], the region of interest for
machines is detected based on the degree of importance for each
coding tree unit in visual analysis, which is injected into a novel

CTU-level bit allocation model. In [19], the task-specific quan-
tization tables are learned via learning a differentiable loss
function to approximate bit-rates.

The second direction, i.e. machine vision constraint, adopts
the loss functions that target machine vision optimization to
train end-to-end learned codecs. In [8], [29], [37], [38], [56],
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Fig. 2. Frameworks of intermediate feature compression and optimization.

the task-driven losses are adopted. Namely, in these works, the
downstream deep networks for machine vision are connected to
the outputs of the codecs, and these two parts are trained jointly.
Besides, in [38], the perceptual loss is additionally utilized in the
R-D optimization function of an inference-time content-adaptive
finetuning scheme leading to higher compression efficiency for
machine consumption. In [71], the maximum mean discrepancy
is adopted to align feature distributions, which results in pre-
serving more consistent perception in the feature domain and
better recognition of pre-trained machine vision models.

The third direction [47], i.e. semantic information preserva-
tion, constrains the encoded/decoded bit-streams to have the
capacity of semantic preservation via connecting a classifier
to the decoded bit-stream that predicts the semantic labels for
machine vision tasks.

To summarize, machine vision targeted codec still outputs
images/videos naturally perceived by humans, which are more
friendly to the successive machine vision tasks. However, they
still need a whole analytics model in the cloud to perform the
machine vision tasks, which in fact increases the whole burden
at the front-end and cloud side.

2) Intermediate Feature Compression: The second category
targets compressing features. Instead of compressing dedicated
features for given tasks, as shown in Fig. 2(a), the new methods
aim to compress the deep intermediate features, which are
expected to be more expressive and compact for successive
machine vision applications. This feature compression paradigm

also allows the “front-cloud” collaborative processing. Namely,
a part of the inference calculation can be placed at the front end.
From the perspective of (3), one layer of intermediate feature is
compressed and the task performance is defined as the fidelity
between the decoded feature and original one, i.e. without a
direct connection to the end-task performance.

Chen et al. [13], [14] made the first attempt and presented
lossy/lossless compression frameworks based on High Effi-
ciency Video Coding (HEVC) as well as evaluation met-
rics for intermediate deep feature compression. The follow-up
works further improve the coding efficiency via optimizing
sub-modules in the framework, most of which focus on removing
inter-channel redundancy. In [57], Suzuki et al. proposed a
new feature arrangement method that regards the deep inter-
mediate feature as videos and compressed the videos to make
full use of spatio-temporal correlation. In [33], Ikusan et al.
also compressed deep features from the perspective of video
compression, especially distinguishing and making use of key
frames. A selection strategy is developed to reduce the feature
redundancy and the selected features are then compressed via
video encoder. Then, an R-D optimization targeted for computer
vision tasks is integrated into the codecs. In [18], Choi et al.
also selected a subset of channels of the feature tensor to be
compressed and introduced a novel back-and-forth prediction
method to infer the original features of shallow layers based on
compressed deep layers.

In [12], Chen et al. proposed three new modes to repack
features and explored two modes in Pre-Quantization modules
to further improve the fidelity maintenance capacity. In [68],
Xing et al. adopted logarithmic quantization and HEVC inter
encoding to compress 3D CNN features for action recognition.
In [31], the different channels’ contributions to the inference
result are studied and a channel-wise bit allocation is devel-
oped. The model takes a two-pass step. In the first step, the
channel sensitivity is estimated while in the second step, bits
are allocated based on the estimated sensitivity. Ulhaq and
Bajić [58] explored the motion relationship between the corre-
sponding feature tensors and concluded that the feature’s motion
is approximately equivalent to the scaled version of the input
motion.

To summarize, this category adopts existing codecs to com-
press deep intermediate features. However, these codecs are
originally designed to deal with the image/video signals, which
might be non-optimal to estimate the bit-rate of features and turn
the features into compact representations. Furthermore, as the
feature fidelity is very hard to accurately define and the model
at the decoder side is not jointly optimized, the compression
efficiency is not fully optimized.

3) Intermediate Feature Optimization: Beyond intermediate
feature compression, this category also aims to compress deep
intermediate features, but chooses to optimize the whole com-
pression framework jointly with the successive machine vision
tasks instead of feature fidelity, as shown in Fig. 2(b). Alvar
and Bajić [3] made the first effort to develop a loss function to
measure a feature’s compressibility that constrains the training
process of multi-task models. Similarly, Singh et al. [53] devel-
oped a penalty to train the network in an end-to-end manner for
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Fig. 3. Three frameworks of feature assisted coding. This category only considers the need for human vision.

balancing the expressiveness and compressibility of deep fea-
tures. Shah and Raj [51] proposed an Annealed Representation
Contraction method that obtains small-scale networks (features)
via iteratively tuning the shrunk models with network layer
contraction and annealed labels. Zhang et al. [75] developed a
multi-scale feature compression method that is jointly optimized
in a Mask RCNN trained with mask, box, and class-related
losses. In [3], [4], the task distortion is approximated as convex
surfaces, which helps derive a closed-form bit allocation solu-
tion for both single-task and multi-task systems, and analytical
characterization of the full Pareto set.

In summary, it is beneficial to collaborative intelligence with
the help of both intermediate feature compression/optimization.
However, the methods in this category cannot provide full pixel
reconstruction, i.e. reconstructed images/videos. Besides, the
compressed and transmitted features still rely on joint optimiza-
tion with the successive machine vision tasks, which sets barriers
to the generalization capacity of the features.

4) Feature Assisted Coding: The fourth category explores
collaborative operations between video and feature streams to
optimize the coding efficiency from the perspective of human
vision, called feature assisted coding. As shown in Fig. 3, the
side information or semantic features are first extracted, and
these features are used to facilitate the full-pixel image/video
reconstruction. In formulation, we have

B̃
({RFi

}0≤i≤L

)
= B (RF0

) +
∑

1≤i≤L

min
0≤j<i

{
B
(
RFi→j

)}
,

RF0
= C (F0|θC) ,

RFi→j
= C

(
Fi −G

(
F̂j , i|θG

)∣∣∣ θC), fori �= 0,

(4)

whereB(·)measures the bit-rate. Namely that, the most abstract
feature (F0) is first extracted while the task dependency is fully
squeezed out via feature prediction G(·|θ).

There are three directions in this category: adaptive mode,
generative coding, and layered coding. The first direction –
adaptive mode – is shown in Fig. 3(a). The side information
is adopted to control the operations of the encoder and decoder.
In [65], an object segmentation network is utilized to separate
the (non-)object masks, and two compression networks are used
to compress object regions and background ones, respectively.

In [11], the pixel-level texture regions are inferred by semantic
segmentation with the help of motion cues injected into codecs.
In [39], the coding process-related configuration and parameters,
i.e. the JPEG configuration, are generated with an agent to infer
the compression level adaptively based on extracted features and
deep network backbones.

The second direction generative coding, as shown in Fig. 3(b),
compresses and transmits the extracted features to form a single
feature stream. On the decoder side, the transmitted feature
will help the decoding of the image/video stream in a gener-
ative way. In [16], gray-scale and color hints are extracted and
compressed via BPG with an adaptive quantization parameter
(QP). At the decoder side, these two parts are processed by the
artifact reduction network and colorization network. In [49],
the body pose and face mesh are detected at the encoder side
and reconstructed into animated puppets at the decoder side to
support video reconstruction. In [35], a generative decoder is
adopted to map key frames as well as soft edges of non-key
frames into the whole reconstructed frames. In [9], the edges
are extracted to form the feature stream, which facilitates the
image reconstruction at the decoder side.

The third direction layered coding [1], as shown in Fig. 3(c),
further introduces the prediction mechanism to remove the re-
dundancy between feature and image streams. The segmentation
map plays the role of the base layer. A compact image then acts
as the first enhancement layer. These two layers are used to form
a coarse reconstruction of the image. The residue layer, namely,
the difference between the input and the coarse reconstruction,
acts as another enhancement layer.

In summary, feature assisted coding introduces a scalable
mechanism to improve coding efficiency. However, these meth-
ods do not consider supporting machine vision tasks, which will
be investigated in the next sub-section.

5) Scalable Coding: This category also compresses and
transmits both feature and image/video streams to serve both
human and machine visions via the same route of (4). There are
two directions in this category.

The first direction two-stream scalable coding, as shown
in Fig. 4(a), takes the same architecture as layered coding
in Fig. 3(c). However, differently, besides supporting the im-
age/video reconstruction, the feature stream transmitted by the
methods here needs to support the machine vision tasks. The
works in [30], [61], [62], [70] focus on the analysis and
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Fig. 4. Frameworks of scalable coding. Beyond feature assisted coding, this
category tries to fulfill the needs of both human and machine vision.

reconstruction of face images via the two-stream structures.
In [30], [70], quantized edges and color clues are used to
generate reconstruction images via the generative model at
different bit-rates that support facial landmark detection and
image reconstruction. In [60], [61], [62], in a scalable coding
framework, the deep learning feature acts as the base layer to
support face recognition, and the enhancement layer learns to
reconstruct the full-pixel images. In [10], the semantic prior
is modeled and transmitted to facilitate the conceptual coding
scheme towards extremely low bit-rate image compression,
where the reconstructed images serve facial landmark detection.
In [28], the semantic segmentation map and reconstructed image
compensate for each other to improve the semantic and visual
quality. In [66], the learned motion pattern, i.e. key points as well
as the related trajectories, is transmitted for action recognition
and video frame reconstruction.

The second direction multi-stream scalable coding, as shown
in Fig. 4(b), adopts more than one stream to transmit features
with a feature salable prediction mechanism. In [17], side, base,
and enhancement streams are transmitted together, where the
side stream is used for entropy estimation and control, the base
stream serves machine vision tasks, while the enhancement
stream helps compensate for full-pixel image reconstruction.
In [69], a feature compression approach is conducted on the

intermediate representations where different layers serve the
tasks requiring different grained semantic information. The work
in [42] develops a lifting structure based on a trainable and
revertible transform that decomposes the image into different
bands to support different machine vision tasks.

In summary, with the scalable mechanism and feature stream,
these methods can support both human and machine vision in
an efficient and flexible way. However, some critical issues in
intelligent collaborative analytics of massive data and diverse
tasks/applications, e.g. the transferability among different tasks,
the generality of the extracted features, etc., are still not explored.

III. BENCHMARK EXISTING METHODS

In this section, we evaluate representative state-of-the-art
methods with diverse kinds of metrics, from which several
interesting insights are obtained.

A. Evaluation Protocols

1) Dataset: We conduct the experiments on the Taskonomy
dataset [73], which contains approximately 4.5 million images,
all labeled by 25 attributes, to support various machine vision
tasks. The following experiments are conducted on a subset.
The subset is selected at random, while we control the numbers
of images in the splits, i.e. 51,316 images for training, 945 for
validation, and 1,024 for testing.

Images in different splits of the data are captured in different
buildings. Thus, the splits are diverse in content.

We select a set of real-world tasks for evaluation, i.e. scene
classification, object classification, semantic segmentation, sur-
face normal estimation, reshading, and principle curvature es-
timation. The selected tasks include diverse categories, with
which we evaluate both high-level semantics driven analytics
and mid-level geometry related estimation.

We follow the setting in [73] to compare different methods
on 256× 256 images, and calculate bits-per-pixel on that reso-
lution.

2) Evaluation Task and Measure: The performance of six
tasks is measured in the evaluation tasks: scene classification,
semantic segmentation, and Object Classification, normal, re-
shading, and curvature. For semantic segmentation, we adopt
mean pixel-level accuracy (Acc.), the accuracy of pixels in the
non-background regions (Non-BG Acc.), and mean IoU (mIoU)
by averaging the result among all 17 classes to provide a com-
prehensive performance evaluation. Besides, we measure the
performance of the task scene classification in accuracy, surface
normal estimation of indoor scenes inL1 distance, and reshading
of an indoor image in L1 distance. Bit-per-pixel (bpp) is used
to calculate the bit-rate usage for measuring the compactness in
the compression.

3) Baseline Methods: We select several representative VCM
techniques from each category in our benchmark, including:
� Conventional Image Codec: BPG (Better Portable Graph-

ics), the version of HEVC compression method using the
still picture profiles.

� Machine Vision Targeted Codec: Le2021-1 [37] and
Le2021-2 [38].
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TABLE II
EXPERIMENTAL RESULTS FOR THE SEMANTIC SEGMENTATION TASK IN

COMPARING FEATURE COMPRESSION TO MACHINE VISION TARGETED CODEC

METHODS

� Feature Compression and Optimization: Intermediate deep
feature compression [14] and Chen2020 [12].

� Scalable Coding: Liu2021 [42] and Choi2022 [17].
� End-To-End Compression: Hyperprior model [6], [8],

Cheng2020 [15] for compressing features.
� Uncompressed Baseline: Original and control group.

The Original model refers to the results given by the orig-
inally provided hourglass-like networks in [73]. To avoid
the potential bias due to the training procedure, we set up
the Control Group experiments, where a transform network
with an identical structure to the compression model is
trained, but no bit-rate constraint is applied.

All the methods that are related to the training are retrained on
our training data with their original training settings and policies
reported in their papers. The feature extraction and analytics
models are initialized with the original weights released by [73].
We select the model checkpoint with the lowest R-D cost and
compare on the testing set. All learned models are trained with
the loss function L = R+ λLCE .

4) Pretrained Feature Extractor and Analytics Models: The
abundance of tasks linked to one image provides the desired
environment for our study. We utilize the pre-trained models
(including feature extractor and analytics models) on the dataset,
provided by the authors under the MIT License. All these pre-
trained models are hourglass encoder-decoder neural networks,
as described in [73].

B. Benchmark Results and Insight

1) Comparisons to Image Codecs: We compare a baseline
learned feature compression method [8] and an end-to-end com-
pression method, i.e. Cheng2020 [15], for feature compression
with conventional and end-to-end learned codecs that compress
images first and then perform analytics.

TABLE III
EXPERIMENTAL RESULTS FOR THE SEMANTIC SEGMENTATION TASK USING

VARIOUS FEATURE COMPRESSION SCHEMES

TABLE IV
ANALYTICS PERFORMANCE OF MULTI-TASK COMPRESSION WITH/WITHOUT

IMAGE RECONSTRUCTION

Insight: It is clearly demonstrated from Table II that, in com-
parison to codecs that compress images, the feature compression
method leads to higher compression efficiency for intelligent
analytics.

2) Comparisons to Feature Compression Methods. We com-
pare the results of applying different feature compression meth-
ods (learned or handcrafted) for semantic segmentation.

Insight: From Table III, it is observed that, for the feature com-
pression method, the learnable optimization methods achieve
superior performance to feature compression methods, which
demonstrate the advantages of using the learnable paradigm.

3) Comparisons in Multi-Task Task Scenarios: We compare
the results of applying different compression methods for multi-
task analytics. The end-to-end learned methods are also adopted
for compressing features. The image codecs and scalable coding
approach are compared here, as only these methods can support
multi-task modeling.
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Insight: From Table IV, the experimental results demonstrate
that, the scalable coding method might fail to make a good trade-
off between the performance of different tasks. After introducing
the visual reconstruction task, the overall performance of the
visual analytics tasks is degraded.

C. Summary

The benchmark experiments fully demonstrate that, for vari-
ous analytics tasks, compressing features is more efficient than
directly compressing images, and learning-based compression is
more efficient than both feature compression and scalable coding
(including image reconstruction). However, there is a huge gap
between the existing compression paradigms and the intuitively
ideal compression route especially for analytics tasks. Existing
compression methods basically make an effort to model pixels or
smaller size features still have a spatial dimension, while many
analytics tasks, e.g. classification or detection, analytics gener-
ally only need to estimate/model the distribution of the entire
image. Therefore, in the next section, we will first formulate the
VCM problem from the perspective of compressive taxonomy.
Then, along the paradigm of learning-based feature compression
paradigm without introducing image reconstruction, we further
propose a new hyperprior model method to make up for the
above-mentioned gap.

IV. REVISIT VISUAL REPRESENTATION COMPRESSION IN

ANALYTICS TAXONOMY

A. Formulation of Compressive Analytics Taxonomy

As discussed above, the previous paradigms still face issues
when dealing with massive data and diverse kinds of tasks, e.g.
Taskonomy [73].
� Transmitting the multi-task features one-by-one leads to

additional redundancies as different tasks inevitably have
semantic gaps.

� Each feature is deeply coupled with the corresponding task,
therefore is hard to be generalized to handle unseen tasks.

� Compressing and transmitting multi-task features one-by-
one in a scalable way results in greater latency and com-
plexity.

Therefore, we propose to investigate the relationship among
different feature representations from a compression perspec-
tive, and seek to construct a combined compact feature serving
a bundle of tasks, which can also be generalized to deal with
unseen tasks. More specifically, we have a reformulated VCM
problem:

argmax
̂Θ

∑
0≤i≤L

ωili, s.t.
∑

0≤i≤L

ωi = 1,

B (Rz) ≤ ST , (5)

where a transfer function Φ(·|θΦ) and an inverse-transfer func-
tion Ψ(·|θΨ) with θΦ and θΨ as their parameters, are adopted
to map multi-task features into and from a combined feature
z, respectively. The related important elements are defined as

follows,

Rz = C
(
Φ
({Fi}0≤i≤L |θΦ

)|θC) , (6)

F̂i = [Ψ (D (Rz|θD) |θΨ)]i , (7)

Θ̂ = {θE , θC , θD, θG, θA, θΦ, θΨ} , (8)

where [·]i denote to select the i-th element from the set. Equation
(6)–(8) show the R-D optimization route for multiple tasks where
a combined compact feature z is first derived via Φ(·|θΦ) and
different tasks are jointly supported by this unified representa-
tion via Ψ(·|θΨ).

Equation (5) provides a specific formulation of (3) within the
context of multi-task analytics. Equation (3) serves as a general
model framework for defining VCM.

On the other hand, (5) narrows its focus to modeling multi-task
relationships while filtering out descriptions of resources that fall
outside the scope of our interest. This allows us to concentrate
more on the aspects of multi-task analytics and comprehension
within the framework of compact feature representation. In this
paradigm, when handling multiple tasks, the scalable feature
prediction is merged into decoding and transfer mapping, which
further improves coding efficiency and reduces the complexity as
well as system delay. Furthermore, as the new feature z contains
information of multiple tasks rather than bundled with the given
task, the framework has the potential to be well generalized to
handle unseen tasks.

B. Codebook-Hyperprior Model for Deep Feature
Compression

In order to solve the optimization function in (5), we first
design a trainable compression framework targeting to compress
deep features, illustrated in Fig. 5, to estimate and reduce the
information entropy of each deep feature representation Fi.
Then, in the next subsection, we consider handling deep features
extracted from multiple tasks.

1) Motivation: As evident from the benchmark results, it
consistently demonstrates superior performance when apply-
ing the learned compression method for feature compression.
However, despite their impressive performance, certain issues
arise with space for further enhancements. There exist disparities
between the deep features and the information necessary for
downstream tasks, both in terms of content and dimensionality.
This mismatch poses challenges to the efficiency of the vanilla
hyperprior model (Fig. 6(a)) in modeling the probability distri-
bution of these features.

To tackle this, we propose a novel codebook-based hyperprior
model (Fig. 6(b)). We integrate the codebook reconstruction pro-
cess into the hyperprior model, which bridges the dependencies
between features for different tasks, and even captures the corre-
spondence between the feature vector (no spatial dimension) and
the feature tensor. As a result, it successfully narrows down the
intrinsic dimensionality gap between the NN-generated features
from pixels and machine vision features/labels.

2) Entropy Modeling and Minimization With Hyperprior:
We transformFi into a compact z, whose probability distribution
is tractable and can be compactly compressed into bit-stream.
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Fig. 5. Visual representation compression in analytics taxonomy for deep features of multiple tasks. With a pre-trained neural network (in green), a feature tensor
is extracted and compressed by the proposed model (in blue). The reconstructed feature tensor is processed by the rest layers of the pre-trained network to produce
analytics results. Dashed lines illustrate the processing of the feature vectors without the spatial dimension. Our proposed codebook hyperprior model is capable
of bridging the dependencies between features of varying spatial sizes and successfully narrows down the intrinsic dimensionality gap between the NN-generated
features from pixels and machine vision features/labels.

Fig. 6. Architecture of different hyperprior models. (a) Vanilla hyperprior
model. (b) Codebook-hyperprior model. Empowered by the codebook, the gaps
between features of varying spatial sizes are bridged, which narrows down the
intrinsic dimensionality gap between the NN-generated features from pixels and
machine vision features/labels.

As the mainstream neural networks do not apply any constraint
on its generated Fi, the probability distribution of Fi is usually
unknown and it is intractable to estimate the entropy of Fi.
Therefore, following [6] we apply a transform to Fi and obtain a
functionally equivalent representation z. Hence, we can estimate
the entropy of Fi by calculating the entropy of the tractable
structured representation z.

The actual bit-rate to encode z with the probability pz under
an estimated entropy model qz equals to the cross-entropy [20]
of p and q, as,

H(p, q) = Ep[− log q] = H(p) +DKL(p||q). (9)

Following Ballé et al. [6], we extract and encode a hyperprior
from an image representation for more accurate entropy estima-
tion. For image representation, the hyperprior is often of a lower

resolution and used to estimate the probability distribution of
the corresponding image representation.

However, feature representationsFi and z are not image-level
dense pixel signals. They serve machine vision tasks and do
not include information on image appearances. Although their
extracted features might take the form of tensor (not vector) and
have spatial dimensions, these features in fact can be embedded
into very low-dimensional space, which does not have the spatial
signal structure. As the image compression-oriented hyperprior
model relies on the hierarchical spatial structure of images, it
becomes less effective to model the signal structure of Fi and
z, resulting in a gap between p and q and making the entropy
estimation less effective.

3) Codebook-Hyperprior Model: To reduce the gap, we as-
sume that the extracted feature representations from the neural
network can be embedded into a very low-dimensional manifold.
Each observed instance can be regarded as a point sampled
from the low-dimensional subspace, and the perturbation is
independently distributed and conditioned on the coordinates
that expand the space. This assumption naturally leads to the
proposed low-dimensional hyperprior model.

The main idea is that, we adopt the hyperprior vector without
the spatial dimensions in the encoding process to capture the
intrinsic signal structure ofFi and z, but transform the hyperprior
vector into the hyperprior tensor with the spatial dimensions in
the decoding process to augment the hyperprior’s modeling ca-
pacity. To estimate the probability distribution of z, a hyperprior
vc is extracted from z via a hyper analysis transform fHa(·) as,
namely, vc = fHa(z). The estimation of probability p(z) can be
divided into p(z) = p(z, vc) = p(vc)p(z|vc). Then, we apply a
global pooling operation to reduce the spatial dimensions of z,
producing vc in the vector form. Note that vc is also quantized
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to integers. We further assume that each element in vc follows a
zero-mean Gaussian distribution N (0, σj). Conditioned on vc,
each element zk in z is conditionally independently distributed.

The entropy of vc is estimated by tuning the parameter σj .
We model qzk |vc

with a Gaussian distribution qzk |vc
∼ N (μk =

f(vc; θf ), σk = g(vc; θg)), where the mean and scale are gen-
erated via a function taking vc as the input. To achieve this,
we decode n sequences of coefficients from vc. Each sequence
As = (as1, a

s
2, . . . , a

s
τ ), s ∈ [1, n] indicates a linear combination

of the spatial bases, defined by a codebook, in the form of
{C1, C2, . . . , Cτ}. With the codebook and the sequences of
coefficients {A}n, we generate the spatial hyperprior Ẑ as,

Ẑl = as1C1 + as2C2 + · · ·+ asτCτ , for s = 1, 2, . . . , n,

vz = (Ẑ1, Ẑ2, . . . Ẑn). (10)

We employ a prediction sub-network to estimate μk =
f(vc; θf ), σk = g(vc; θg) from vz . By learning the parameters of
the sub-network, θf and θg are estimated to provide an accurate
estimation q(z|vc) for p(z|vc). The spatial dimensions of the
codebook {C1, C2, . . . , Cτ} are fixed, and therefore it requires
a re-sampling to deal with the inputs of different resolutions.

The proposed model is also general and flexible to support the
deep features without spatial dimensions, i.e. feature vectors.
This can be achieved by directly producing the vector-form
probability parameters μk = f(vc; θf ), σk = g(vc; θg) with vc,
via multi-layer perceptions.

C. Transfer Mapping: Multi-Task Compression

1) (Inverse-)Transfer Mapping: It has been shown in [73]
that, there exist connections among feature representations of
different tasks. Thus, if multiple tasks are supported as we men-
tioned in the problem formulation, the separate compression for
each task may be less efficient due to the cross-task redundancy.
Therefore, we propose the aggregation transformed compression
scheme to generate the compressed representation for different
tasks jointly.

An example of the proposed aggregation transformed com-
pression scheme is shown in Fig. 5. The illustrated structure
compresses and aggregates the feature representations of two
tasks into one bit-stream. Each representation is transformed
with a sub-network. The transformed features are concatenated
and compressed via a single compression model. The decom-
pressed representation is then split via another set of convolu-
tional layers, serving as the input of the rest of the pre-trained
analytics network.

2) Rate-Distortion Loss: The aggregation transformed com-
pression model is trained in two stages, corresponding to the
two application scenarios, including: 1) analytics oriented com-
pression in a known set of tasks; and 2) out-of-set analytics, i.e.
handling unseen tasks. During the first training phase, the param-
eters of the compression model and the multi-layer peripheral
convolutions before the compression model for each task are
tuned. Parameters of the pre-trained analytics models are fixed.
The compression model learns to compress different forms of
feature representations jointly. The parameters are trained with

the joint R-D loss function as,

L = B (Rz) + λ
∑

0≤i≤L

ωili, (11)

where λ is the Lagrange multiplier to indicate the relative
importance of bit-rate and distortion.

V. EXPERIMENTAL RESULTS

In this section, all experiments take the same configuration
as the ones used in Section III. More implementation details
of our method are presented in the https://huangerbai.github.io/
CompTasko/supple.html.

A. Evaluation of Compression for Semantic Segmentation

We first evaluate the efficacy of the proposed codebook-
hyperprior model for compressing deep features. The range of
bit-rates we show in Table V is regarded as the plateau bit-rate,
where the compressed feature representation provides enough
information to make the prediction accuracy comparable to the
models without the bit-rate control. We also show the radar
charts of our method compared to IDFC and the primitive Hyper-
prior model in Fig. 7, which can better reflect the performance
comparisons in all metrics. It is observed that the proposed
method owns a larger area than IDFC and Hyperprior: The
results in Fig. 7 and Table V show that our model can better
compress the deep features than existing methods [8], [14], as it
consumes fewer bit-rates to reach a higher analytics performance
in multiple metrics.

B. Evaluation of Compression for Multiple Tasks

We compare the analytics performance of different methods
that can support multiple tasks in Table VI. It is observed that,
our method achieves superior analytics performance to BPG
with a similar bit-rate. Le2021-1 [37] and Le2021-2 [38] offer
very impressive results but they consume an order of magnitude
higher bit-rate overhead. Comparatively, our method also pro-
vides very impressive analytics performance with a very com-
pact bitstream, i.e. about only 1/3 b-rate of Cheng2020 [15]’s.

C. Complexity of Different Methods

We compare the complexity of different methods in
Tables VII and VIII, i.e. FLOPs, parameter numbers, and encod-
ing/decoding time. Table VII provides the complexity compari-
son of feature compression without taking the analytics models
into account. Meanwhile, Table VIII illustrates the complex-
ity comparison of various image compression methods, which
subsequently undergo processing by analytics models to yield
specific task results. In this context, our approach is integrated
with the analytics models to calculate complexity. The results
demonstrate that our method exhibits comparable complexities
to the hyperprior model and operates with greater speed than
other machine learning-based approaches. Furthermore, with
the added power of GPUs, both our method and the hyperprior
model achieve nearly the highest efficiency among all the meth-
ods under comparison.
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TABLE V
EXPERIMENTAL RESULTS FOR THE SEMANTIC SEGMENTATION TASK WITH VARIOUS COMPRESSION SCHEMES

Fig. 7. Radar chart results on the semantic segmentation task with various compression schemes. The values of Bit-Rate (x1) and Cross Entropy (x2) are adjusted
via 0.03− x1 and 7− x2 for better visibility, respectively.

TABLE VI
ANALYTICS PERFORMANCE OF MULTI-TASK JOINT COMPRESSION

TABLE VII
COMPLEXITY COMPARISONS OF DIFFERENT METHODS FOR COMPRESSING

FEATURES WITHOUT CONSIDERING THE ANALYTICS MODELS

D. Ablation Study

1) Task Group in Compressive Analytics Taxonomy: In this
experiment, we compare the task group scheme in (inverse-
)transfer mapping scheme with the customized group setting
among multiple tasks. Several baselines are compared:
� Customized: Compressing feature maps for each task in-

dependently.
� Hex: Jointly compressing all six kinds of representations

with one model;
� Trinity: An intuitively ideal compression setting that sepa-

rates the six tasks into two groups for compression, i.e. A:
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Fig. 8. Radar chart results on the multiple tasks in different evaluation measures. The values of the performance of normal (x1), reshading (x2), curvature (x3),
and total bit-rate (x4) are adjusted via 0.08− x1, 0.2− x2, 0.4− x3, and 0.07− x4 for better visibility.

TABLE VIII
COMPLEXITY COMPARISONS OF DIFFERENT METHODS FOR IMAGE

COMPRESSION, WHOSE RESULTS ARE FURTHER PROCESSED BY THE

ANALYTICS MODELS TO OBTAIN THE RESULTS OF CERTAIN TASKS

Scene Class, Semantic Seg. and Object Class; B: Surface
Normal, Reshading and Curvature;

� Trinitys: A compression setting with a similar group
partition to Trinity, but only changing the feature ex-
tractor/analytics model part and keeping the compres-
sion/decompression models unchanged;

� Trinity*: An intuitively non-optimal compression setting
different from Trinity, which separates the six tasks into
two groups for compression, i.e. A: Scene Class, Semantic
Seg. and Object Class; B: Surface Normal, Reshading and
Curvature.

The results are shown in Table IX and Fig. 8. The joint com-
pression of multiple representations saves more bit-rate. When
all tasks reach the plateau performance, the Trinity setting saves
about 16.9% and 19.6% bit-rate than Customized and Trinity*
(the last row in Table IX), which are also reflected in an observa-
tion from Fig. 8 that Trinity owns a larger area than Customized
and Trinity*. However, a larger aggregation group affects the an-
alytics performance. This may be because the information from
the external tasks tends to act as additional noise for the focused
task. By grouping similar tasks in one aggregation, higher ana-
lytics performance and lower bit-rate can be achieved. It is noted
that, Customized does not necessarily lead to higher performance
because the features of different tasks might include inter-task
redundancy. Therefore, when the features of different tasks are
optimized jointly, higher performance might be achieved by
Trinity and Hex.

2) Comparison of supporting image reconstruction or not.
We also look into the analytics performance of multi-task
compression with/without image reconstruction in Table X. The
results clearly demonstrate that, the version without including

the visual reconstruction task achieves much better results
in multi-task analytics than the one with. This observation
is consistent with our benchmark result and confirms the
rationality of our method design.

VI. DISCUSSION

A. Plateau Bit-Rate for Different Tasks

In this experiment, we train compression models for each task,
respectively, and measure the bit-rate of the compressed feature
representations. We search for the minimal bit-rate needed to
support a task to its maximally achievable performance by the
provided feature, i.e. to make the performance comparable to
non-rate-control settings. The experiments involve the tasks of
scene classification (Scene Class), semantic segmentation (Se-
mantic Seg.), surface normal estimation of indoor scenes (Sur-
face Normal), and reshading of an indoor image (Reshading).

The results are shown in Table XI. As shown, the perfor-
mances of different tasks reach their plateau at different bit-rates,
indicating that the information entropy to support a machine
vision task varies among different tasks. Image-level analytics,
e.g., classification, requires less bit-rate to support, while pixel-
level analytics require more. There are also differences among
pixel-level analytics.

We also show that IDFC consumes significantly more
bit-rates. Besides, as IDFC involves a quantization based
transform coding process, the quantization noise can result
in unpredictable interference on the analytics performance.
The results suggest that such quantization noise degrades the
analytics performance more significantly on the geometry
related tasks. Meanwhile, the proposed scheme provides better
support for different kinds of tasks.

It is noted that, as Original is trained on the training set of
the whole taskonomy dataset while other compared methods
(Control Group, Hyperprior, and Ours) are trained/finetuned on
the training set of a subset of taskonomy dataset, the proposed
method might achieve better results than Original, which also
demonstrates that our method has achieved an overall competi-
tive performance.

B. Non-Plateau Bit-Rate for Different Tasks

Furthermore, we adjust the hyper-parameter λ to explore
non-plateau bit-rate with reduced performance. The experiments
involve the same four tasks as Section VI-A. The results are
shown in Fig. 9. The curves demonstrate that there exist various
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TABLE IX
ANALYTICS PERFORMANCE AND THE JOINT BIT-RATE W.R.T DIFFERENT AGGREGATION SCHEMES

TABLE X
ANALYTICS PERFORMANCE OF MULTI-TASK COMPRESSION WITH/WITHOUT

IMAGE RECONSTRUCTION

TABLE XI
EVALUATION OF THE PLATEAU BIT-RATE FOR DIFFERENT TASKS WITH THE

PROPOSED METHOD, IDFC AND HYPERPRIOR

R-D trade-offs when coding for different machine tasks, and
with the proposed compression scheme, R-D performance of
different tasks outperforms IDFC with various bit-rates. We
also show the bubble chart results comparing IDFC, hyperprior
and Ours in R-D performance of various tasks in Fig. 10. It
is clearly demonstrated that, Ours occupies the smallest areas
in bubbles, which shows that Ours generates the most compact
representations. Besides, it is observed that, Ours also achieves
comparable or better performance than other methods.

C. Feature Transferability Among Tasks

We also explore the transferability of features among different
tasks under the bit-rate constraint. The feature extracted by
the encoder of one task is transferred, compressed and then

Fig. 9. Evaluation of the non-plateau bit-rate for different tasks with the
proposed method and IDFC.

TABLE XII
EVALUATION OF FEATURE TRANSFERABILITY AMONG TASKS

reconstructed to the output prediction by the decoder of another
task. The experimental results are shown in Table XII. From the
results, we obtain several interesting observations:
� The best performance is achieved when the feature is

encoded and decoded by the models of the same task.
� Surface normal is the most generalized feature and its

corresponding extracted feature achieves the second best
results among different tasks when being applied to handle
different tasks.

� The features of scene class and semantic segmentation can-
not be generalized to handle surface normal and reshading
tasks. The bit-rates of the transferred features are lower

Authorized licensed use limited to: Peking University. Downloaded on September 09,2024 at 06:18:39 UTC from IEEE Xplore.  Restrictions apply. 



5188 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 46, NO. 7, JULY 2024

Fig. 10. Bubble charts of multiple tasks in different evaluation measures. SC, SS, SN, and R short for scene class, semantic segmentation, surface normal, and
reshading. ↑ denotes that a larger number signifies a better performance while ↓ denotes that a larger number signifies a worse performance. The areas in bubbles
visualize the bit-rate usage by different methods.

than the other two tasks, which shows that scene class and
semantic segmentation tasks include less information and
cannot provide enough information to support the other
two tasks.

� The features of surface normal and reshading can be gen-
eralized to handle scene class and semantic segmentation
tasks, as they include richer information.

D. Task Relationship With Human Vision Task

We also explore feature representative capacities of different
tasks when the human vision task, i.e. full pixel reconstruction, is
involved in the task aggregation. The compared methods include
Trinity, Trinity+ (namely that the tasks in Trinity are further
grouped with the full pixel reconstruction), and BPG, which
compresses the images with BPG codec under different QP
(43, 47, 51). The experimental results are shown in Table X.
It is observed that, Trinity+ consumes a much larger bit-rate
while heavily degrading the analytics performance. BPG can
indeed provide better visual reconstruction results. However,
the analytics performance is also harmed.

E. Supporting Unseen Tasks

We further explore employing the compressive representation
to support external tasks that are not used in R-D training. We
conduct experiments with two Trinity groups as described in
Section V-B, while we train the compression model only for two
supervision tasks. The representation is used to train an external
decoder for an unseen task.

Following the experimental setting in Section V-B, three
training strategies are further adopted in comparisons:
� Internal: When evaluating an unseen task, i.e. object clas-

sification, the tasks in an intuitively ideal group, i.e. scene
classification and semantic segmentation, are used for su-
pervision. The same goes for the reshading task, where
only the surface normal and curvature tasks are used for
supervision.

� External: Evaluating in supporting unseen tasks in intu-
itively non-optimal groups, i.e. supporting the reshading
task (object classification) via training with the tasks of
scene classification and semantic segmentation (the surface
normal and curvature).

� Source+: In some application scenarios,
although the compression component cannot be supervised
by an unseen task, the pre-trained model and extracted
feature at the encoder side for that task are available. Thus,

TABLE XIII
EVALUATION OF COMPRESSION SCHEMES TO SUPPORT UNSEEN TASKS AT THE

PLATEAU BIT-RATES

TABLE XIV
COMPRESSION RESULTS OF TAKING THE COMPRESSION MODELS TRAINED

WITH DIFFERENT TASKS

in this setting, the source feature for the unseen task is
included in the compression but only the other two tasks
are used for supervision.

� BPG [7]: The state-of-the-art image compression model
that is task-independent.

The results on the validation set are shown in Table XIII. As
shown, the proposed method can generate compressed visual
representations that support external unseen tasks, achieving
better performance than utilizing image compression methods.
The results (Source+ versus Internal and External) also indicate
that including the additional feature representation at the en-
coder side can further bring in further performance gains, e.g.,
improving classification accuracy for object classification and
reducing the bpp for reshading, although R-D optimization is
not performed for that task.

F. Unified/Specified Compression/Decompression Models for
Multiple Tasks

We have compared our method with another version that
adopts a unified compression/decompression model for different
tasks as shown in Table XIV. Trinitys is a compression setting
with a similar group partition to Trinity, but only changing the
feature extractor/analytics model part and keeping the com-
pression/decompression models unchanged. The results show
that, our unified compression/decompression models obtain
comparative performance with our proposed method (Trinity),
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TABLE XV
COMPRESSION RESULTS OF OUR FRAMEWORK WITH THE FIDELITY

CONSTRAINT

which shows our models can be shared among different tasks.
It is proved that our method is sufficiently generalized and can
actually be adapted to a wide range of visual tasks.

G. Introducing Fidelity Constraints on Features for
Generalization

To better support generalization, we make a small improve-
ment to the original framework via enforcing the signal fidelity
constraint on the incoming fused feature of the unseen tasks.
For the unseen tasks, we assume that, the downstream inference
models are unknown, while their features can be obtained, which
is also in line with the needs of real application scenarios of
feature transmission in smart cities. The loss function in (11)
then can be further revised as follows,

L = B (Rz) + λ
∑

0≤i≤L

ωili + δ‖FFuse − F̂Fuse‖, (12)

where λ and δ are the parameters that measure the importance
of different terms. FFuse is the fused feature of F0 and F1

(extracted from unseen tasks) where F̂Fuse is the reconstructed
feature that will be split/converted into F0 and F1. The con-
straint equation can be interpreted as the joint optimization
of downstream performance on known tasks while imposing
a fidelity constraint on the features of unknown tasks, for which
the inference models are unseen.

As shown in Table XV, the results clearly demonstrate that,
with minor modifications, our method can also show very com-
petitive performance on unseen tasks. For the model trained
on S/S/O group (S/S/O’s downstream models and N/R/C’s
features), the model achieves state-of-the-art performance for
both S/S/O and N/R/C tasks compared to the models trained
on the specified datasets. This is achieved by guidance from
downstream models and features associated with the unseen
tasks without retraining. These experimental results demonstrate
that our approach can effectively handle unseen tasks after
training on existing tasks. For training on N/R/C group (N/R/C’s
downstream models and S/S/O’s features), the performance is
also competitive for both S/S/O and N/R/C tasks with increased
bit-rates. This might be caused by the fact that the information
from the input data is redundant, so it becomes more difficult to
construct a compact feature representation.

VII. CONCLUSION AND FUTURE DIRECTIONS

This paper formulates and summarizes the problem and so-
lutions of video coding for machines (VCM) in recent years,
targeting the collaborative optimization of compressing and
transmitting multiple tasks/applications. Several state-of-the-art
categories of methods, including feature assisted coding, scal-
able coding, intermediate feature compression/optimization, and
machine vision targeted codec, are reviewed comprehensively.
After reviewing existing methods, we raise the new paradigm
of compressive analytics taxonomy for VCM, where multi-
task performance is revisited under the compression constraint.
In particular, we propose a codebook hyperprior to compress
the neural network generated features for multi-task applica-
tions/tasks. The codebook design helps reduce the dimension-
ality gap between pixels and features, and an (inverse-)transfer
mapping is equipped to generate a unified compact represen-
tation. The experiments show the superiority of our codebook-
based hyperprior model in handling multi-task applications com-
pared to previous works, which shows a new research/solution
direction for VCM.

For the future research, several pending issues need more
attention:
� Joint optimization of video, feature and model streams: Ex-

isting methods mainly focus on video streams and feature
streams. As demonstrated in [44], it also has the potential
to involve the model in the optimization, as the knowledge
might be better reused in the space of the model’s parame-
ters, which spans a more representative space and leads to
discriminative capability.

� Theoretic investigation in the relationship of hu-
man/machine vision: As claimed in our work, the recon-
struction of full pixels leads to significantly higher bit-rate
usage. It is still absent how we make a trade-off between
them in different scenarios, and how they correlate and
conflict with each other in theory.

� Consideration in Decoding Complexity: One of the most
important motivations in VCM is “collaborative intelli-
gence” [5] that aims to reduce the burden on the decoder
side. However, few works really embody the decoding
complexity in the optimization, which shows a critical
direction for the future VCM.

In summary, existing VCM efforts bring in abundant prac-
tices, including paradigms, solutions, techniques, and systems,
and more future endeavours to improve existing methods and
explore new directions are expected.
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[2] S.R. Alvar and I. V. Bajić, “Multi-task learning with compressible features
for collaborative intelligence,” in Proc. IEEE Int. Conf. Image Process.,
2019, pp. 1705–1709.
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